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Abstract – There are numerous terms and labels for heart illness. The effects and processes of a cardiac 

condition can be very complicated, especially for those who are experiencing them themselves or through 

a loved one of the victim. Therefore, the goal of this paper is to understand why heart disease plays a 

factor in nearly half of all reported fatalities in society. This paper will start by outlining the fundamental 

concepts of what a cardiac illness is and how people typically view it. Additionally, this paper will explore 

the most prevalent risk factors for developing heart disease, and we'll do it by employing ML algorithms 

using a hybrid model. 

Index Terms – Decision Tree, Random Forest, Hybrid Model, Model Ensemble, SDLC model like spiral 

V and V, Graphical User Interface, Django. 

I. INTRODUCTION  

Given that heart attacks cause 32% of all fatalities worldwide, they have emerged as one of the 

major threats to human existence. All age groups, starting with those under 21, are impacted by this issue. 

We created an ML model to estimate the likelihood of a heart attack based on symptoms like blood 

pressure, cholesterol, smoking status, and other parameters to stop this issue from getting out of hand. 

Based on training data, an ML model is developed to forecast the outcome. We constructed this machine 

learning (ML) model by combining two models using the model ensembling technique. We called it the 

hybrid model, and its accuracy is more than 96%, making its predictions more accurate than those made 

using the other models. Due to the dataset's focus on ML rather than deep learning, only numerical data 

is present. This effort uses a dataset based on certain symptoms like high blood pressure and tiredness to 

predict the likelihood of a myocardial infarction. 

  Motivation : The different challenges faced in the prediction is to find a cure immediately as 

discussed above. Many researchers have performed many classification techniques to overcome the 
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challenges faced. Heart Attack prediction is a very fatal disease hence we have built this model to prevent 

it to a certain extent.  

  Contributions: We use the HD.CSV dataset from Kaggle and we pre process the dataset. The next 

step involved is we use dimensionality reduction algorithms for reducing the size of the dataset for proper 

analysis and then build our hybrid model using model ensembling. 

Organisation: The paper is organised as follows: Section II includes the authors' prior related work 

in the field of ML. Section IV is about our outcomes and the findings acquired by our suggested model, 

followed by conclusion and references done in our article. Section III includes the model proposed, the 

algorithm utilised, and the description of the dataset used.    

II. RELATED WORK  

Other researchers have employed a variety of techniques to identify heart attacks at an early stage. 

We have mentioned some of these techniques, including those used by [1] Y. Rongfeng and X. Minhui, 

who found that nearly 9 individuals had a stroke before having a heart attack. R. A. Bauder, T. M. 

Khoshgoftaar, and T. Hasanin conducted study on the imbalances present in big data labs, which they 

report in [3]. The dataset was subjected to several pre-processing approaches in [4] by Durairaj, M. & 

Ramasamy, N. We used these techniques in our study.In [5] and [6], Das, R., Turkoglu, I. & Sengur and 

Yang, H. & Garibaldi, respectively, used a model ensemble approach and built a hybrid model, which we 

used as the foundation for our project. We combined the Decision Tree and Random Forest algorithms to 

increase the success rate for heart attack prediction, and we also used the model ensemble approach to 

increase the model's overall accuracy. 

The authors of [7] Arabasadi, Z., Alizadehsani, R., Roshanzamir, M., Moosaei, H., and Yarifard, 

A. A. used the neural networks idea to forecast the occurrence of heart attacks. We learned about the 

various implementation strategies for techniques like Principal Component Analysis (PCA), Decision tree, 

and Random Forest using [9]. The hybrid model is included in the form. With the assistance of [12] Adrian 

Holovaty and Jacob K. Moss, we have implemented the hybrid model in the form of a website where the 

user can enter heart attack symptoms like blood pressure and cholesterol levels, among others.  

III. METHODOLOGY  

This research work aims to predict the possibility of a person to suffer from a heart attack by giving 

certain symptoms like BP, cholesterol, walking style etc. as the input and the hybrid model built by us 

would predict if the person is prone to a heart attack. The framework used to create the graphical user 

interface(GUI) is Django which uses python as the backend for implementation . 

We have tried to solve the following, 

1. To remove the invalid, redundant and other inaccurate data from the dataset. 

2. To make computing easier by reducing the dataset's number of dimensions. 

3. The current algorithms, such as Decision Tree and Random Forest, that we used in our research 
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      provide an accuracy of roughly 93–94%. 

4. To increase the model's accuracy, we created a hybrid model that combines two methods utilising 

 the model ensembling methodology to achieve an accuracy of roughly 96%. 

5. We have adopted the hybrid approach using a website to enhance User Interface and User  

Experience. 

Proposed System 

This section explains the proposed system for solving the problem which is machine learning and 

the algorithms used are Random Forest Algorithm, which is a supervised ML algorithm and Decision 

Tree algorithm which is based on the method of ensemble learning to improve the performance of the 

model. 

Dataset 

This dataset came from the University of California Irvine data repository used to predict heart 

attack. The dataset consists of 22 columns and 2,53,681 rows and the main symptoms considered for 

prediction are blood pressure, High Cholesterol, Different walking style, smoker, BMI(Body Mass Index).   

Theoretical Background   

The algorithms used for computation are: 

1. Random Forest Classifier 

rn = RandomForestClassifier() 

rn.fit(x_train,y_train) 

rn_pred = rn.predict(x_test) 

rn_ac = accuracy_score(y_test,rn_pred) 

msg="Accuracy of Random Forest is: "+str(rn_ac) 

return render(request,Module,{'msg':msg}) 

2. Decision Tree Algorithm 

de = DecisionTreeClassifier() 

de.fit(x_train,y_train) 

de_pred = de.predict(x_test) 

de_ac=accuracy_score(y_test,de_pred) 

msg="Accuracy of Decision Tree is: "+str(de_ac) 

return render(request, Module,{'msg':msg}) 

3. Hybrid Model : 

hybrid = list() 

hybrid.append(('RF', RandomForestClassifier())) 

hybrid.append(('de', DecisionTreeClassifier())) 
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model_h=StackingClassifier(estimators=hybrid) 

model_h.fit(x_train, y_train) 

y = model_h.predict(x_test) 

acc = accuracy_score(y_test, y) 

print(acc) 

msg="Accuracy of Hybrid Module is: "+str(acc) 

return render(request,Module,{'msg':msg}) 

The above three algorithms are used to predict the output and of the three models the hybrid model 

is the most accurate algorithm as it is the fusion of the two algorithms. It provides an accuracy of about 

96%. The figure. 1 below shows the accuracy of our hybrid model.  

 

Fig. 1: Accuracy of the hybrid model 

Processing 

We obtained the dataset from Kaggle, and it was processed using the following steps: It is a 

benchmark dataset used at a well known data repository for heart attack prediction. To simplify the 

analysis, the dataset is pre-processed using dimensionality methods. After that, the dataset is separated 

into a training set and a testing set, with a 70% to 30%, as shown in (Fig. 2). The dataset will then go 

through feature scaling, a procedure that converts whole number values into decimal values in order to 

optimise the algorithms. The findings are analysed in the form of a matrix called the confusion matrix, 

whose dimensions are represented in the form of n components, the values of which can range from 2,5,7 

depending on our requirement. Next, we employ the Decision tree and Random forest algorithms for our 

study. Following analysis of the aforementioned two algorithms, the accuracy rates of the two models 

were determined to be 93% and 95%, respectively. 

We used the model ensembling strategy to create a hybrid model, which combines both algorithms, 

to increase the accuracy of our model, as shown in (Fig. 1). This strategy increases model accuracy since 
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it combines two algorithms, giving it an accuracy of 96%, which is 1% more than the Random Forest 

algorithm. As a result, we take the hybrid model as the foundation for our prediction of heart attack and 

implement it using the Django framework to create a graphical user interface. The GUI contains a login 

page where users must first register before logging in. Once logged in, users can upload a dataset and 

evaluate the accuracy of all three models on the model page. The user can then enter the essential 

information, such as blood pressure, cholesterol, heart rate, whether they smoke or not, and other factors, 

as shown in figure 2, to determine whether they are at risk of having a myocardial infraction or heart 

attack. 

Data Flow diagram 

 
Fig 2: Outline Diagram 

Procedure flow diagram: 

 

Fig. 3: Architectural Diagram 
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Experimental setup: The figure below shows the overall machine learning model setup and the 

terminologies used in our model. 

 

Fig. 4: Overall Experimental Setup 

IV. RESULTS  

The proposed model i.e. Hybrid Model used by us provides an accuracy of 96% for predicting 

heart attack in patients and hence it can be used to avoid heart attack at an earlier stage. The figure below 

shows the webpage where user has to give the inputs to know if he/she is prone to a heart attack. 

 

Fig. 5: Prone to heart attack 
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Fig.6: Not Prone to heart attack image 

V. CONCLUSION 

Thus, we draw the conclusion that the accuracy of the first two models—the Decision Tree and 

Random Forest models—was 93% and 95%, respectively. By improvising a model and calling it a hybrid 

model, we were able to boost the model's accuracy score and get a 96% accuracy rate. Using cholesterol 

and blood pressure as the root nodes, this gave a concrete response to the inputs supplied by the users and 

forecasted the outcomes. 
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