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Abstract – In the pharmaceutical sector, drug combinations are now a popular research issue, but 

experiment-based approaches are quite expensive in terms of both time and money. Many computational 

techniques have been put out to tackle these issues by beginning with current pharmacological 

combinations. To properly evaluate medication combinations, however, only chemical structure 

information is often provided, covering a rather narrow range of pharmacological properties. By 

combining the neighbour recommender approach with ensemble learning algorithms, we incorporated 

similarity-based multi-feature drug data to increase prediction accuracy. We chose the best medication 

characteristics by feature evaluation analysis, achieving an accuracy of 0.801 in the ensemble models. . 

Results of the study demonstrated that ensemble models outperformed conventional machine learning 

techniques including support vector machines (SVM), random forests (RF), and logistic regression 

(GLM). Additionally, we predicted 10 potential medication combinations for the medicine paclitaxel, and 

we were able to effectively confirm that two of the anticipated combinations have positive outcomes. The 

goal of this project take the input data from user and predict the side effects accurately automatic. 

 

Index Terms – Supervised Learning, Machine Learning, Logistic Regression, Linear SVM, Random 

Forest 

 

I. INTRODUCTION 

The pharmaceutical sector has not invested much in research and development during the previous 

few decades [1]. The FDA (US Food and Medication Administration) does not approve the majority of 

drug candidates for commercialization because of significant negative effects. A hurdle in the drug-

development process is identifying the unwanted off-target behaviours of prospective medications that 

are skilled of producing side effects and, in turn, leading to drug discovery disappointments. Some of the 

significant adverse effects are documented during the post approval surveillance, even though the majority 

are discovered during preclinical and clinical studies. Pharmaceutical firms, as well as consumers, are 

worried about the unknown side effects of new medications since they constitute a healthiness risk and 

may smooth be fatal [2]. 
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The current computational techniques for pharmacological side effect prediction make the assumption 

that medications with similar organic and biological features, such as targets and structures, will have 

similar side effects. While Mistunes et al. invented a technique based on chemical structures of drugs and 

target proteins, Paywalls et al. used a sparse canonical correlation analysis model to predict probable 

medication side effects [3, 4]. Drugs with equivalent chemical structures have been shown to have 

comparable biological effects [5]. Even in drug design studies that forecast the characteristics of chemical 

compounds, reviewing a sizable number of chemical databases including the structures of accessible 

chemicals is a crucial step [6]. It makes sense to assume that shared pharmacological targets that provide 

comparable therapeutic benefits also result in comparable signaling cascades and, hence, comparable side 

effects. 

 

After considerable attention was paid to chemical and biological features, earlier researches on side 

effect prediction was expanded to phenotypic traits. Along with chemical and biological information, Liu 

et al. included drug-phenotypic info in the features for machine learning and showed a noticeable increase 

in the forecast outcomes [7]. In calculation to medication alternatives, chemical structures, and targets, 

Zheng et al. used beneficial data. The premise behind these two investigations was that medications with 

similar beneficial benefits may also have similar adverse effects [8]. The great majority of earlier research, 

however, did not fully take use of what was known about medications. This study focuses on the 

hypothesis that a side effect's phenotypic manifestation may resemble that of a disease. Drug side special 

effects cannot be solely anticipated by their chemical features since they are focus to numerous factors 

such as metabolic changes and other pharmacokinetic transformations when they are metabolized and 

physiologically distributed [9]. Therefore, it was hypothesized that molecular similarities employed in 

medication repositioning may be used to the forecast of side effects. In addition, different similarity 

assessments may be useful in enhancing the model's predictive powers. Single nucleotide polymorphisms 

(SNPs) and drug-drug interactions (DDIs) that were not utilized by previous side effect forecast studies 

were utilized since both have been used in drug repositioning studies, where they have exhibited 

extraordinary results [10, 11]. 

 

By utilizing a variety of data sources on drug and side effect possessions, including (1) drug-drug 

connections from Drug Bank (DDIs-D), (2) drug-drug interactions from networks (DDIs-N), (3) SNPs, 

(4) chemical structures, (5) signs, (6) marks, and (7) side effect functional grading, this study proposes a 

supervised machine learning approach for the identification of potential drug side effects. To create a 

drug-side effect pair, a specified set of seven characteristics and several machine learning techniques were 

used. The findings demonstrated that integrating novel features suggested in this training in calculation to 

chemical, symptom, and target factors enhanced the side effect prediction model's capacity for prediction. 

Additionally, the detection of unlabeled adverse effects of prescription medications was a result of 

improving the machine learning model to attain the highest prediction performance. The research talks 

about the following four well-known medications: dasatinib, sitagliptin, vorinostat, and clonidine. 
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II. RELATED WORK 

Public health forums emphasise the tension and the urgent need for research in this exciting period of 

contemporary medicine (Chee, Berlin, & Schatz, 2011). The idea behind precision medicine is to discover 

the patient's best, most effective treatments with the fewest negative effects. Since the discipline of 

translational bioinformatics is developing quickly, it is conceivable to conduct cutting-edge insilico drug 

discovery. (Butte, 2008) Predicting pharmacological side effects is a significant and essential step in the 

direction of customised medicine. Machine learning techniques have been utilised in scientific research 

in the past to predict drug-side effect 4 (W. Zhang, Liu, Luo, & Zhang, 2015). (T.-B. Ho et al., 2016). 

 

This section examines computational strategies for discovering pharmaceutical side effects. Only a 

few of the earlier methodologies described here include cluster analysis, supervised deep learning 

methodology, factor analysis, causality analysis, network analysis, genome wide association studies 

(GWAS), enrichment analysis for result validations, and data-mining strategy. One of the data sources 

used to analyse side effects in various studies is chemogonomic information on both drugs and therapeutic 

targets. The DrugClust tool (Dimitri & Lió, 2017) is one recent development. It is a R tool that forecasts 

side effects using machine learning. The pipeline for analysis consists of two primary steps: cluster 

analysis and enrichment analysis. The data analysis pipeline initially groups the medications based on 

shared characteristics. While performing this cluster analysis, Bayesian priors are taken as given. In order 

to get a more biological interpretation of the created clusters, enrichment analysis is carried out for the 

clusters as a second step. The pathway enrichment analysis aids in examining interactions between drug 

clusters with complimentary profiles, which refer to medications that interact with comparable 

pharmacological targets, biological processes, and side effects. A measure called the Rand Index is used 

to determine if a cluster is statistically significant. Several publicly accessible datasets have been used to 

demonstrate the prediction performance. 

 

Bresso et al. explained the adverse effects of medications using an integrated approach. The Drugbank 

and SIDER databases were used to collect the data. Drug targets descriptors and drug fingerprints are used 

to conduct drug clustering of comparable medications. Inductive-logic programming outperformed 

decision trees when the two machine learning techniques were compared, both in terms of performance 

and in terms of further elucidating the functional relationships between drug targets and pharmaceuticals' 

metabolic pathways. (2013) Bresso et al. Niu et al. used an intriguing strategy in which they ranked the 

medications using side effects as penalty scores. The average scores from simulation trials were used to 

rank the medications after scores were generated at random. For the study, three separate data sources—

drug targets, chemical descriptors of pharmaceuticals, and drug therapy indications—were combined. In 

order to assign different weights to medications based on their various side effects, intended targets, and 

therapeutic indications, ensemble machine learning models were deployed. 2017 (Niu & Zhang) Giving 

out scores is a concept that has its roots in the gaming industry. It is used in this project to elaborate 

significant connections between drug-disease associations, drug and drug-side effects that are frequently 

brought on by treatments medications, and it can help researchers in pharmaceutical companies to develop 

hypotheses for drug discovery. 

 



 
 

www.milestoneresearch.in  

45 

By focusing on 244 pharmacogenes from the PharmGKB database that are linked to side effects of 

176 different medications, a connection between pharmacogenomics and side effects has been shown. The 

FDA has found 28 genes that are linked to a higher risk of adverse consequences. 2015's (Zhou et al.) 

Liang et al. used a different cutting-edge deep learning approach for genome-wide association studies 

(GWAS) to take use of patient phenotypic responses and pharmacogenomics data. Single nucleotide 

polymorphisms (SNPs), pharmacokinetic data, and side-effects data are all used in this supervised deep  

 

learning process. This paradigm, in particular, organises single nucleotide polymorphism (SNP) with 

negative implications. This model makes use of stochastic organisations and step capabilities derived from 

markov chains. This approach outperformed the k-Closest Neighbor process and rope relapse. Liang, 

Huang, Zeng, and Zhang (2016). A large scope network focusing on natural pathways and incidental 

effects needs pathway information, target information, and phenotypic information. The findings of this 

investigation revealed that there are links between natural routes and secondary effects. Scheiber et al., 

2009 Furthermore, the use of information mining has benefited pharmacovigilance. Hauben, Horn, and 

Reich (2007) define pharmacovigilance as the assessment and reporting of reported prescription adverse 

effects in light of purchaser drug observation critique. 

 

III. PROPOSED METHODOLOGY 

Dataset: - The benefits of user feedback for safe and effective medication usage are now being 

demonstrated. Consumer perceptions of their ailments and previously used medications are 

included in this data collection. Companies like 1mg may find this product useful in providing 

detailed ratings of the product's side effects on their website. Checking the adverse effects of the 

medications before purchasing them may also be beneficial for people who purchase medications 

online. We collected tis data from kaggle. In this dataset 1, 61,297 data points and 7 different 

columns are there. In this 7 columns we are going to use text and target columns only.  

Data preprocessing: - Once we collected the data do data preprocessing concept. Check for some 

duplicate data points using pandas library using repeated data points there is no use and get some 

good accuracy and while deploying it we will loss those accuracy need to drop all the duplicates. 

Machine learning models won’t accept null values if we use null values we will get error need to 

remove it because we are working on text data. If we have categorical or numerical data by using 

mean or median or most frequent word we can replace the null values. 

Text Preprocessing: - Whenever we have a text data need do apply text processing and clean it. In 

this text preprocessing first step punctuation symbols removal. First step want to remove some 

punctuation removal there is no using this symbol and get create some high dimensionality. Second 

step remove the stop words define or import the stop words from NLTK tool and remove the all 

stop from the each data point and then apply the tokenization. In this step split the sentence into 

words and apply stemming. Stemming is nothing but convert the word into base form for example 

beautiful, beauty, betaines the base form is beauty. By using stemming concept we can reduce the 

dimensionally also. By doing the all the text preprocessing steps we will step preprocessed text. 

Apply text featuraization concept on preprocessed text. 
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Bag of Word: - Bag of Word id on the most used text featuraization technique. It will create 

dictionary of unique words first and create the dimensionality for all the unique words then go to 

each data point and each word if the word already present in that directionality make it 1 not 

present make it 0. It will create a sparse matrix. Sparse matrix means less non zero elements. The 

machine learning algorithms don’t accept this text data or categorical data directly convert into 

mathematical or numeric format using BOW.  

Logistic Regression: - Logistic Regression is one of the mostly used and simplest Machine learning 

and supervised algorithm. Logistic regression widely used in most of the internet applications and 

low latency system. The time complexity of the logistic regression is very low training time 

complex to other machine learning algorithms. It works for categorical data with high categories 

and linear data also. In this algorithm sigmoid function used as cost function. Sigmoid function 

predict the values in probabilistic between 0 and 1.  In this we are working on text data. First need 

to convert the text data into numerical data using BOG. Split the as train and test fit the logistic 

regression model on train data and predict it using the test data. In logistic regression simple linear 

model can’t handle the outliers and outlier impacts also very but using sigmoid function we can 

handle it. Sigmoid function is robust model handle outliers very easily. 

 

 

FIG. 1: LOGISTIC REGRESSION MODEL COST FUNCTION 

Linear SVM model: - Liner SVM model is one of the most used and common supervised machine 

learning algorithm. Linear SVM can do classification and regression also. For classification we 

use support vector classifier and regression support vector regression. In the classification to 

distinguish or predict the target variable data we use SVM. The goal of SVM is draw a line 

intersect with positive data points and negative data points those lines are called positive support 

vectors and negative support vector. We need to maximize the distance between these two lines if 

the distance is high the accuracy is high and predict the class label very accurately. 

 

FIG. 2: SVM MODEL ARCHITECTURE 
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The fundamental goal of the SVM classifier is to find the plane with the greatest margin between 

the two data classes. 

Random Forest: - Finally building random forest. In random forest 2 hyper parameters are need 

to tune. Using cross validation technique or grid search or random search tune the hyper parameter. 

If we pick the wrong hyper parameter might be get overfitting or under fitting. In random forest 

using IG (Information Gini) value build the tree. Random forest model time complexity is little bit 

high but give best results compared to another machine learning technique.  

 

FIG. 3: PROPOSED WORK ARCHITECTURE 

 

IV. RESULT AND ANALYSIS 

This is multiclass classification problem total 10 classes are there. Our project complete goal take one 

new data point and classify or predict the class label.  First we tried logistic regression model. By using 

this model we got 79.83 % accuracy and plotted confusion metric also. You can see the result in fig 4. 

 

FIG 4: LOGISTIC REGRESSION MODEL CONFUSION MATRIX 
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FIG. 5: LINEAR SVM MODEL CONFUSION MATRIX 

 

      FIG 6: RANDOM FOREST MODEL CONFUSION MATRIX 
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FIG. 7: RESULTS COMPARISON TABLE 

 

By using logistic regression some miss classified data points there we can see it fig 4 confusion metric 

then try Linear SVM model with hyper parametric tuning. Using SVM also there is no much change we 

got almost same accuracy 79.8%. We are not satisfying with this result we are expecting better results. 

We tried linear models only so decided to build tree based model. Because of the data tree based model 

also not performing well we got 80.1% accuracy. There is no that much of different between linear models 

and random forest model. Finally random forest model giving good result compared to linear models 80. 

% accuracy we can see it fig 5 and fig 6. Finally we can conclude random forest is our proposed model 

see the results in fig 7. We deploy the project with random forest model because compare to three models 

it is giving slightly better result. 

 

V. CONCLUSION 

Drug development is being revived by ML-based methods. These techniques are based on several 

applications in the identification of targets, lead compounds, synthesis, protein-ligand interactions, etc. 

Algorithm-enhanced data query, analysis, and creation are being made possible by machine learning (ML) 

applications. One such instance is the use of ML to target identification, which mainly relies on the 

analysis and exploration of pre-existing omics and medical data. Viable targets may be determined 

utilizing data clustering, regression, and classification from enormous omics datasets and sources through 

the integration of AI employing ML approaches. Finally we are predicting with 80.1 % accurately using 

random forest model. In future by using deep learning models we can increasing the accuracy and using 

large number data set or increasing the train and test data size we can increase the accuracy. 
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