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Abstract — As Cloud Computing is a pay-as-you-go model, it offers huge computational resources 

available for users. Due to uncertainty of demand price in future. Cloud Consumer-facing difficulty to get 

these resources in a cost-effective & robust manner. In addition to that, heterogeneity in pricing plans is 

another complexity. Hence, to address this problem we are considering two-stage stochastic programming 

with 3 pricing models, viz Reservation, On-demand & Spot pricing. This model gives optimal solutions 

compared to other existing models. 
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I. INTRODUCTION  

Resource provisioning issues in the cloud 

computing environment can be seen from different 

views, like Cloud Provider of Infrastructure as a 

Service (IaaS), Software as a Service (SaaS), and 

the Cloud Consumer. Each entity attempts to 

amplify its benefit in the resource provisioning plan 

stage. Because of various objectives, prerequisites, 

and imperatives, the resource provisioning issue in 

cloud computing should be tended to independently, 

for every entity. In this paper, we consider this 

problem from the consumer perspective. The end 

client is an individual or an association, intending 

to lease computational assets from an open cloud 

supplier. In cloud computing, provisioning of 

resources must be decided by the cloud consumer, 

which is another and complicated task for such 

users, who are acquainted with working with a fixed 

arrangement of assets they own. Instead, they 

experience an entangled dynamic issue of picking 

the most reasonable sort and number of VMs with 

the best evaluating plans, for running their 

application. There are likewise dubious parameters 

that make this streamlining issue significantly more 

convoluted. Since the resource request is 

profoundly dynamic, its example can't be known, or 

even be precisely anticipated, ahead of time. 

Besides the cost of assets changes and isn't 

effectively unsurprising. Various cloud suppliers 

offer different VM types, to be a specific 

reservation, on-demand, and spot pricing. 

The unit cost of reserved VMs is regularly the 

most reduced, yet under-provisioning can happen 

when the held resources can't completely meet the 

demand. In any case, this issue can be 

comprehended by provisioning more VMs with 

either on-demand or spot plans, although the user 

might be charged a more significant cost. Another 

potential issue is the over-provisioning issue when 

reserved VMs are not fully utilized. The cloud 

consumer-facing the critical issue of managing the 

above issues and how to optimize the cost. 

Although there is much research conducted 

on resource provisioning from the IaaS [1] and 
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SaaS [2] cloud provider's view. But in cloud 

consumers' view, much research is needed as it is 

in the real world. The paper relates to the OCRP 

algorithm for the optimization of provisioning cost 

in cloud computing from the consumer perspective 

[3]. Demand and price uncertainty are considered 

to make an optimal selection of resources. To 

optimize the cost multistage stochastic 

programming is proposed. However, VMs spot 

pricing and heterogeneity are lagged in this work. 

In [4], used two-phase method of Genetic 

Algorithm (GA) and Particle Swarm Optimization 

(PSO) to resolve the issue from the cloud 

consumer's view. But, not consider the 

heterogeneity of resources and different pricing 

plans. The focus of [6], cost and speed tradeoff to 

process a lot of autonomous jobs from cloud 

consumer's side, here it only considered on-

demanding model. In [5], based on the future 

prediction of workload, varied the allocation of 

VMs to services. 

Much existing research above focuses on 

perfect foresight with deterministic formulations 

fixed information [7]. However, few [3] considered 

the uncertainty of demand and price with only one 

aspect (e.g., real-time pricing), [8] considered 

simple and artificial data. Most of the above works 

ignored Pricing and VM heterogeneity. 

In this paper, we propose two-stage stochastic 

programming to optimize cost by opting for the 

best pricing plans and VM types, demand 

uncertainty of end-user applications, and provider's 

price uncertainty (on-demand and spot). We are 

implementing this mechanism in cloud-sim with a 

MIP solver. The experimental results prove that 

our mechanism reduces the operational cost, in 

contrast to existing works. 

 

The rest of the paper is organized as follows. The 

problem description and formulation are discussed 

in section II, then in section III is the experimental 

study, and in section IV results. Section V, 

conclusions, and future work. 

II. MATHEMATICAL MODEL AND PROBLEM 

FORMULATION 

A. Assumptions 

Many cloud providers, provide resources to 

cloud consumers on a rental basis. Here, we 

consider a public cloud provider that provides VMs 

with less cost for running consumers’ applications. 

One such optimal provider in the cloud market is 

Amazon[9]. Amazon EC2 offers various IaaS 

solutions. In this work, we assume that cloud 

consumers rent VMs from Amazon EC2. Since 

Amazon EC2 instances are widely used IaaS 

providers in Industry & Academia. Amazon EC2 

instance. 

Complicated parameters for users while 

decision-making about Amazon EC2 instances are 

pricing plans, purchasing variants, and 

heterogeneity in resource configuration. Pricing 

plans are reservation pricing, reserving VMs for a 

specific period (like 1 year,6 months, etc.). This 

pricing plan charges less usage cost. And also it 

includes 3 purchasing variants like “all-upfront”, 

which is onetime payment, “partial upfront”, which 

provides monthly payment, and “no upfront”. 

Where the “all-upfront” variant gives more 

discount compared to other variants. 

On-demand pricing allows the consumers to pay 

per user per hour with no upfront payment and long-

term commitment. Cloud consumers may increase 

or decrease the compute capacity based on the 

requirement of user application and pay hourly for 

the used instances. Despite flexibility and reliability, 

it charges more compared to other pricing plans. 

The cloud provider may change the price as it is not 

fixed. 

Spot pricing allows the consumers to bid on 

unused Amazon EC2 instances which fluctuate 

continuously based on the supply and demand. The 

bidding strategy here is cloud consumers place the 

request with instance type and their maximum price 

pay per hour per instance. The requested instances 

are allotted if the bid price is greater than or equal 

to the current spot price. Spot instances are used till 

the termination by the consumer or its price 

increases more than the current spot price. The 

cloud provider shut off the allotted spot instances if 

the price exceeds the current spot price with a few 
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minutes' intimations. Spot pricing is applicable for 

fault-tolerant applications. A big challenge is 

selecting the best bidding strategy. The most 

appropriate method for bidding [10] is always to bid 

lower and send the excess to on-demand price. 

The main issue is cloud consumer-facing the 

complexity of all the above parameters like 

different pricing plans, purchasing variants, and 

resource types, and also on-demand and price 

uncertainty. As reserved resources are more 

economical users must decide the required VMs in 

advance without knowing actual need and workload. 

Hence, cloud consumer needs more information 

about future workload. To overcome under-

provisioning and over-provisioning, an accurate 

decision can be made at the initial stage. If these 

resources are not enough in the working phase, then 

go for on-demand or spot instances through the 

auction method to fulfill the need. Hence, the 

problem is divided into two phases: before knowing 

uncertain parameters decide the number of reserved 

VMs and then fulfill under-provisioning with on-

demand or spot instances. 

As the problem involves uncertainty, stochastic 

programming [11] which is most appropriate is 

used to solve the problem. Stochastic models are 

taking advantage of the fact that the probability 

distributions of uncertain data can be estimated. 

These two-stage stochastic models are the most 

widely used models to solve problems that involve 

uncertainty. 

B. Problem Formulation 

 Minimizing the total cost of provisioning 

resources the main objective of this problem is. 

The decision variables are represented with y, 

which indicates the number of each VM type 

provisioned with variant purchasing variants and 

pricing plans. See Table 1 for notation. The 

decision variable 𝑦𝑖𝑘 
𝑅 is the number of reserved 

VM type i, subscribed to purchasing variant k in 

the first stage, while 𝑦𝑖𝑘
𝑂  denotes the number of 

operating VM type i with purchasing variant k in 

the second stage. The operating cost is the hourly 

rate of the reserved VM’s utilization cost. Also 

decision variables  
𝑦𝑖

𝐷, 𝑦𝑖
𝑆 are the number of on-demand and spot VMs. 

   Table 1 

Notation Description 

I Set of VM Types 

R Set VM resources 

(CPU,Memory) 

T Set of Tasks 

𝐶𝑎𝑝𝑖
𝐶𝑃𝑈  CPU capacity of VM type i 

𝐶𝑎𝑝𝑖
𝑚𝑒𝑚𝑜𝑟𝑦

 Memory capacity of VM type i 

𝑅𝑒𝑞𝑡
𝐶𝑃𝑈 Required CPU for the completing 

task t 

𝑅𝑒𝑞𝑡
𝑀𝑒𝑚𝑜𝑟𝑦

 Required CPU for the completing 

task t 

S Set of scenarios 

K Set purchasing variants, all-

upfront, partial-upfront and no-

upfront 

MaxBudget Consumer’s maximum budget 

   𝐶𝑖𝑘
𝑅  

Reservation cost of VM type i 

with purchasing variant k 

    𝑦𝑖𝑘
𝑅  

Number of reserved VMs type i 

with purchasing variant k 

       𝐶𝑖𝑘
𝑂  

The operational cost of VM type i 

with purchasing variant k 

        𝑦𝑖𝑘
𝑂  

Number of operational VM type i 

with purchasing variant k 

        𝐶𝑖
𝐷 On-demand cost of VM type i 

        𝑦𝑖
𝐷 

Number on-demand VMs of type 

i  

        𝐶𝑖
𝑆 The spot cost of VM type i 

        𝑦𝑖
𝑆 Number spot VMs of type i 

Cost functions are calculated as shown 

below 

 The total Reservation Cost, reservation 

cost of total VMs at the first stage. 

𝐶𝑖𝑘
𝑅 = ∑ ∑ 𝑦𝑖𝑘

𝑅

𝑘∈𝐾𝑖∈𝐼

𝑐𝑖𝑘
𝑅 … … … … … … … … (1) 

 The total expending (operational) Cost, 

the actual cost of resources at the 

working stage. 

𝐶𝑖𝑘
𝑂

= ∑ ∑ 𝑦𝑖𝑘
𝑂

𝑘∈𝐾𝑖∈𝐼

𝑐𝑖𝑘
𝑂 … … … … … … … … (2) 
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 The total on-demand cost, the actual cost 

of on-demand resources. 

𝐶𝑖
𝐷 = ∑ 𝑦𝑖

𝐷

𝑖∈𝐼

𝑐𝑖
𝐷 … … … … … … … … (3) 

 The total cost of spot instances. 

𝐶𝑖
𝑆 = ∑ 𝑦𝑖

𝑆

𝑖∈𝐼

𝑐𝑖
𝑆 … … … … … … … … (3) 

 

The objective function is to minimize the total 

cost of provisioning resources. 

min Ζ = ∑ ∑ 𝑦𝑖𝑘
𝑅 𝑐𝑖𝑘

𝑅

𝑘∈𝐾𝑖∈𝐼

+ 𝐼𝐸[𝜙(𝑦𝑖𝑘
𝑅 , 𝜔)] … … … … … (5) 

subject to:   

   𝑦𝑖𝑘
𝑅 ∈ Ν − − − − − − − −(5.1) 

Where, 𝐼𝐸[𝜙(𝑦𝑖𝑘
𝑅 , 𝜔)]  is expected cost at the 

second stage for scenario 𝜔 . And 𝜙  is the 

resource function at expending stage, which can 

be shown as 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑(𝑦𝑐𝑖𝑘
𝑂 + y𝑐𝑖

𝐷

𝜔

+ 𝑦𝑖
𝑆𝑐𝑖

𝑆) … . … … … … (6) 

subject to: 

  𝑦𝑖𝑘
𝑂 ≤ 𝑦𝑖𝑘

𝑅 − − − − − − − − − − − − − −(6.1) 

     𝑧 ≤ 𝑀𝑎𝑥𝐵𝑢𝑑𝑔𝑒𝑡 − − − − − − − − −  −(6.2) 

     𝑇𝑜𝑡𝑎𝑙𝐶𝑃𝑈 ≥  ∑ 𝑅𝑒𝑞𝑡
𝐶𝑃𝑈

𝑡∈𝑇 − − − − − −(6.3) 

     𝑇𝑜𝑡𝑎𝑙𝑀𝑒𝑚𝑜𝑟𝑦 ≥  ∑ 𝑅𝑒𝑞𝑡
𝑀𝑒𝑚𝑜𝑟𝑦

− − − (6.4)𝑡∈𝑇  

The constraint (6.1) shows that the number of 

operational VMs must not exceed the number of 

reserved VMs. Constraint (6.2) shows that the 

optimized cost obtained should not be more than 

the consumer’s maximum budget. And 

constraints (6.3) and (6.4) show that total CPU 

and memory is greater than or equal to the 

required amount of CPU and memory. 

III. EXPERIMENTAL STUDY 

We are considering VM utilization and task 

length for the workflows taken from Google cluster 

traces which are relevant to our work [13]. Probably 

60% of jobs in the cloud complete their execution 

within 15 minutes and about 85% of job lengths are 

less than 50 to 60 minutes [12]. In addition, the 

interactive and real-time tasks require less amount 

of CPU and memory when compared to scientific 

batch jobs [12]. 

Hence, the proposed method is evaluating with 

workload traces of the Google cluster traces [14] which 

is most relevant for our work. These traces consist 

of two lakh small jobs with a short run-time period. 

These data are real users’ request logs from Google 

for the tasks like online streaming, web search, 

translation works, etc. The main characteristics of 

the data used in this work include total CPUs 

allotted, Total Memory utilized, User ID, and 

Group ID fields.  12 user groups with different CPU 

and Memory usage patterns are considered. Use 12 

users’ groups as our problem is solved from the 

cloud consumer’s perspective for evaluation,  

In addition to the above data, we are taking into 

consideration the VM prices for all three pricing 

plans. The  IaaS cloud provider’s VM prices from 

Amazon EC2 [15], i.e., the standard reserved, 

operating, on-demand, and spot prices [16] over 

May 2016 

 

A. Cloud sim toolkit 

Cloud computing is a pay-as-you-use model, 

which delivers infrastructure (IaaS), platform 

(PaaS), and software (SaaS) as services to users as 

per their requirements. Cloud computing exposes 

data centers' capabilities as network virtual services, 

which may include the set of required hardware, 

application with support of the database as well as 

the user interface. This allows the users to deploy 

and access applications across the internet which is 

based on demand and QoS requirements.  

This simulation toolkit allows[17] the 

researchers as well as cloud developers to test the 
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performance of the potential cloud application for 

performance testing in a controlled and easy setup 

environment. And Also allows fine-tuning the 

overall service performance even before it is 

deployed in the production environment.  

The proposed approach is stochastic 

programming based so cloud simulator a lot not 

enough to solve, in addition to that we need one of 

the optimization solvers called MIP (Mixed Integer 

Programming) solver. 

B. Pricing Alternatives 

 ROS(Reservation-On-demand-Spot) pricing: 

This is the proposed one to get the optimal 

VMs with additional spot instances. 

 RO (Reservation-On Demand) pricing: This 

includes only reservation and on-demand 

instances but no spot instances. 

 OS (On Demand-Spot) pricing: Considers 

on-demand and spot without reserved 

instances. 

 O (On-demand) pricing: Includes only on-

demand options without reserved and spot 

instances. It is useful for on and off short-

duration workloads. 

Each alternative has its benefit based on the 

workloads. 

IV. RESULTS 

Comparison among all the pricing alternatives 

shows in provisioning compared to all other 

alternatives. Figure 1 shows the graph for the data 

shown in table 2. On-demand pricing incurs the 

highest price compared to other approaches. RO 

and ROS are nearly equal for some groups of 

workloads.  

 

Fig 1. Cost comparison among all alternatives

 

  Table 2: VM Cost calculated for all the alternatives of 12 different groups  

  grp1 grp1 grp3 grp4 

grp

5 grp6 

grp

7 grp8 grp9 

grp1

0 grp11 

grp1

2 
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O 

optio

n 1.32 3.1 0.564 5.874 0.5 0.9 0.5 0.5 0.58 5.9 7.3 0.5 

OS 

optio

n 

0.76

8 

2.78

6 0.348 5.08 0.3 

0.60

5 0.3 0.3 0.36 4.9 6.52 0.3 

RO 

optio

n 0.41 

1.23

1 

0.266

4 2.4602 0.15 0.34 0.15 0.15 

0.243

6 2.7 

3.238

6 0.15 

ROS 

optio

n 0.41 

1.07

4 

0.266

4 2.2565 0.15 0.34 0.15 0.15 

0.238

6 2.7 

3.198

6 0.15 

Each group of users has its demand-based 

workload patterns. For groups 1,3,5,8 the total cost 

of RO and ROS is equal but for some groups like 

2,4,9 and 11, it varies because their workload 

patterns are different. 

Figure 2 shows the number of reserved VMs 

required in ROS and RO options for 30 runs. For all 

user groups number of reserved VMs in RO pricing 

is greater than or equal to the number of VMs in the 

ROS option. 

 

Fig 2. Reserved VMs comparison between RO 

and ROS   

The cloud consumer must decide the optimal 

number of VMs at the reservation phase i.e first 

stage to avoid more expensive on-demand 

resources in the second stage if low-cost VMs are 

not available. As shown in figure 3, ROS pricing 

incurs less cost compared to other alternatives and 

it shows the total cost and the total number of 

reserved VMs. 

 

Fig 2. Reserved VMs comparison between RO 

and ROS 

V. CONCLUSION AND FUTURE WORK 

Here, cloud resource provisioning is viewed 

from a consumer point of view. As it includes 

heterogeneity and uncertainty in VMs and prices, 

our proposed two-stage stochastic approach 

determined the optimal number of VMs. The 

proposed ROS pricing is more economical than 

other pricing models. Here, in experiment 

evaluation, we considered user groups with 

different workload patterns of various CPU patterns. 

Overall cost should be optimized with the auction 

approach of spot instances. We plan to extend our 

work with multiple periods with multistage 

stochastic programming to get more accurate 

results. 
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