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Abstract – In this study, the primary emphasis is placed on validating the critical aspects 

of the advanced extensible interface (AXI). When verifying the memory transactions of 

AX I, it is necessary to check all five channels: read address, read data, write response, 

write address, and write response. In this particular piece of work, a technique that is 

based on Verification Intellectual Property cores (VIP) is employed to carry out the 

verification Process. The complete testing environment is modelled in the VIP design 

using system verilog, and the read and write transactions from the same and different 

memory locations have been confirmed with the quantitative values of Busy Count, Valid 

Count, and its Bus Utilization. In addition, the Busy Count, Valid Count, and its Bus 

Utilization have been compared. One of the main qualities checked for in this article is 

the connectedness of the system throughout the writing and reading cycles. 

Index Terms – Write and Read transactions, AXI protocol, Verification IP, Bus 

utilization, Coverage mode analysis 

I. Introduction 

The fast rise of CMOS technology and computer-aided design has led to the use of a huge 

number of IP (Intellectual Property Cores) in the construction of sophisticated digital designs [1]. Today, 

the System on Chip (SOC) architecture is becoming more popular and is being utilized extensively in a 

wide variety of applications [2]. This is made possible with the assistance of the integration of these IP 

cores. Additionally, every design of SOC makes use of bus protocols in order to facilitate data transfer 

and synchronization [4-6]. since of this, the reusability of a high number of IP cores in the complicated 

design makes the functional verification process so important (i.e., since it includes 70% of the time 

span, as opposed to the design process, which involves 30% of the time span). Verification engineers 
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devised a way for validating the functioning of the chip by making use of an inbuilt verification 

environment that they referred to as Verification IP (VIP) [7-10]. This was done in order to circumvent 

the difficulties and significant amount of time that was required for the process. APB stands for 

"Advanced Peripheral Bus," AHB stands for "Advanced high performance Bus," and AXI is for 

"Advanced Extensible Interface."  

These three bus protocols are often employed in today's latest SOCs. When compared to these 

other three bus protocols, the AXI bus protocols provide superior performance while only using a 

minimal amount of electricity. Because of this, the AMBA AXI bus is used throughout the internal 

architecture of every single SOC design. The failure mode analysis and fault robustness testing are 

normally carried out for the design as part of the functional verification process. A verification 

environment-based technique that makes use of System Verilog in coverage enabled mode has been 

suggested as a means of overcoming the slag that occurs throughout the functional verification process 

[11-17]. The following two operations are carried out in this verification mode environment: i) Proper 

test-cases are developed for the DUV (Device under Verification); ii) Determine the number of test-

cases to examine and cover all of the functionality of the design. During the process of verification, the 

coverage enabled mode makes it simple to find faults in the design by determining the extent to which 

the code has been executed and verifying that the functional behavior of the design has been validated 

for each and every test case. The remaining portions of the paper are structured as follows: AMBA Bus 

Architecture, Proposed Verification Environment, Verification Plan, and Results and Discussion are the 

sections that are included in this report. 

II. PROPOSED WORK  

Verilog is going to be used to accomplish communication between one master and one slave, and 

then System Verilog will be used to validate the design. This is the kind of work that will be done as part 

of this project.    

 
Fig. 1: Verification Environment 
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 Design of AXI Protocol AMBA  

A maximum of 256 data transfers may be completed in one single burst using an AXI4 slave that 

has been configured with an operating frequency of 100 MHz, which results in each clock cycle lasting 

10 nanoseconds. As can be seen in Figure 1, the AMBA AXI4 component in the system comprises of 

both a master and a slave. There are five distinct channels that may be used to communicate between the 

AXI master and the AXI slave. These channels are referred to as the read address channel, the write 

response channel, the read data channel, and the write data channel. 

Every transmission in the AXI protocol is completed via a process called the hand shake. When 

it comes to transferring control and data information, every channel employs the same VALID/READY 

handshake. This system for controlling flow in two directions allows both the master and the slave to 

exercise control over the rate at which data and control information is sent. When either the data or the 

control information is accessible, the source will emit the VALID signal to signify this fact. The 

READY signal, which indicates that the destination is prepared to receive the data or control 

information, is generated by the destination. The VALID and READY signals must both be high in order 

for the transfer operation to take place. On both the master and the slave interfaces, there must not be 

any combinatorial routes between the input signals and the output signals. 

Verifying the DUV in code coverage mode may be accomplished using the verification 

environment, which is a conventional way. The suggested verification environment has the following 

components: i) Test-suite, ii) Virtual sequencer, iii) Sequencer, iii) Sequencer, iii) Driver, v) AXI-

Monitor, vi) Protocol checker, vii) Bus Monitor, viii) Coverage Collector, and xi) Scoreboard. 

 Test-Suite  

The test-suite is made up of all of the test-cases that are used to validate the functioning of the 

DUV when it is operating in a restricted random mode. The test case may either be of the limited 

random mode or of the direct random test-case kind. The test is carried out in a backwards fashion on the 

structure, and then the results are examined. In most cases, it will include a stimulus set for the purpose 

of running the design. Virtual Sequencer In most cases, the sequencer will produce random sequences in 

order to validate the fundamental characteristics of the design. The sequence that was formed is referred 

to as the top level sequence, and it is then divided into the base level sequences and primitive sequences 

that correspond to it. Therefore, the functioning of each subcomponent is tested by the virtual sequencer 

by driving or forcing it with the set of sequences.  

 Sequencer  

A component known as the sequencer is responsible for producing a collection of sequences. 

There are two categories, active and passive, for the sequences that are formed. In contrast, the passive 

sequence does not drive the signal in any way, which is driven by the active sequence. The criteria of 

functionality checks are taken into account while the sequencer aligns and creates the sequence in 

accordance with those requirements. Driver The driver is the component that interacts with or causes all 
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other components to react in accordance to the fed stimuli (that is, it is the component that, to put it more 

simply, drives the input to the relevant blocks).  

 Monitor  

The coverage collector receives the results of the monitor's observations of all the data transactions 

carried out by each and every component. It is equipped with a TLM connection for conducting analyses 

as well as a virtual interface for managing the points of DUV signals. Checker for the protocol In this 

module, the DUV functionality is examined, along with the interface compliance and the temporal 

behavior of the inputs. Lastly, the outputs are analyzed for their outputs. In addition, the responses are 

observed for each and every possible combination of the input sequences. Bus monitor The bus monitor 

is responsible for monitoring the proper functionality of each individual component as well as 

connecting the master and slave monitors. In the last step, the transactions are compiled into a database 

using the coverage collector.  

 Coverage Collector 

A coverage collector is responsible for gathering all of the code coverage information, such as 

whether a branch, statement, or FSM in the DUV is covered by a particular test case or not. During the 

functional verification, the verification engineers should always strive for a coverage rate of one hundred 

percent. Within the AMBA AXI bus design, the components that have been specified above may 

function in either the master or the slave mode. The separate modules are each modeled in system 

Verilog, and then they are combined to form the topmost main module.  

III. RESULTS AND DISCUSSION 

This section describes the simulation results of the AMBA AXI protocol for the five distinct test-

scenarios and the performance evaluation using the quality metrics for the data metrics. Also included 

are the results of the simulation of the AMBA AXI protocol. First, the various modules of AXI 

Master/Slave are modelled using System Verilog, and then they are combined with the modelled test 

environment so that the verification can be carried out. This is done so that the simulation analysis can 

be carried out. To evaluate the functionality of the DUV inside the limited mode within the verification 

environment, it is combined with the sequencer, the interface, the driver, and the monitor. Following the 

completion of the top module's connection with DUV, the simulation is carried out with the Mentor 

Graphics QuestaSim® software. The test case for this section has been created to accommodate the 

following five distinct scenarios: i) the read phase; ii) the write phase; iii) the read and write from the 

same address; iv) the read and write from a different address; and lastly, v) the overlapping of 

transactions.  

 Verification of Read Phase 

During this phase, the Master/Slave configuration mode is used in order to validate the read data 

transactions that are part of the AMBA AXI protocol. During the transactions that take place during the 
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ready cycle, the signals ARVALID, ARREADY, RVALID, RREADY, RLAST, and RDATA as well as 

ARSIZE are monitored and checked. The functionality check in this instance focuses largely on two 

different modes of operation, which are referred to as i) Read Address and ii) Read Response channel. 

The read address channel will get the address at the high state values of ARVALID and ARREADY for 

each positive edge of the clock. This occurs whenever the clock advances. Similarly, once a certain 

amount of time has passed, the response will be instantiated to high mode, and both RVALID and 

RREADY will have high values corresponding to them. High values of the RLAST variable indicate the 

completion of the most recent transaction during the read process. In read mode, the values of ARSIZE 

and ARLEN are measured, and the results provide an indication of the number of transactions that took 

place. In order to validate the read phase, a test case is developed and run via simulation in order to 

validate the read operation's capabilities. 

The operation of the read mode makes use of two channels, as was previously described, along 

with the measurement of the quality metrics for the read address, read channel data, and channel 

response. Figure 2 provides a graphical representation in the form of a waveform for the whole of the 

read phase's operations. 

 
Fig. 2: Read and Write Phase at the Same Address Response 

 
Fig. 3: Transactions that happened at the same time in the simulation 



 

   

273 

From the modeling results, the use of the bus in the different test-case situations can be 

compared. When the read and write processes are done at the same time, the bus is used more quickly 

than when the read and write phases are done separately. For each step of reading and writing, the bus 

usage factor is only about 85%. Then, when the read and write operations are done together, the bus is 

used up to 95% of the time. 

IV. CONCLUSION 

In this study paper, System Verilog HDL is used to create and develop the AMBA-AXI bus 

system. Then, the Mentor Graphics EDA tool is used to run a program to test the functions. Here, the 

bus is checked for each of the five test-case situations, and code coverage is also done. The speed 

measures are also used to figure out how efficient the bus is in the suggested test setting. 
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