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Abstract – A natural language Question Answering System (QAS) in contrast to traditional 

keyword search systems does not return a complete document to the user. Instead, users ask a 

question in natural language and receive a specific answer in return. However, most of the 

existing methods do not consider the profile of user who is asking the question. The availability 

of information in different formats, languages and different levels of granularity makes 

information retrieval difficult to answer the asked question. This paper proposes a framework 

using Genetic algorithm based optimizer in which the information about the user (asking the 

question) will also be considered while answering the question. 

 

Index Terms – NLP, Question answering system, genetic algorithms, framework, machine 

learning. 

---------- 

 

I. INTRODUCTION 

 

Natural Language Question Answering 

is the task of giving a direct (i.e. a precise 

answer and not a list of documents) to the 

natural language query/question asked by the 

user[1]. Natural Language Processing (NLP) is 

a branch of Artificial Intelligence (AI), which 

provides the interactions with human 

languages effectively. The emerging field of 

information retrieval (IR) based on question 

answering system involves the research 

methods from NLP, Information Extraction 

(IE), Database Management (DBMS) [2]. 

 

In IR process information is retrieved 

based on keywords from various 

heterogeneous resources. Because of this, the 

content meaning of the user’s sentence in the 

question/query is lost. The user will receive a 

list of documents retrieved. However user may 

want a precise and comprehensive answer to 

his question [3]. 

 

The rest of this paper is organized as 

follows: Section 2 provides a survey of QAS. 

Section 3 proposes a methodology for QAS 

and section 4 concludes the paper. 

Many evolutionary optimization techniques 

are existing in the literature. Genetic algorithm 

has the population represented as the set of 

chromosomes, fitness evaluation and genetic 

operators. 

 

II. SURVEY 

 

In [1], the author discusses the 

methodology for Visual Question Answering 
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(VQA). A GUI based VQA is implemented in 

the paper. In [2], the author used Efficient Net 

and bidirectional long short- term memory 

(BiLSTM) to extract more accurate image 

models. The author claims that the model is 

effective in contextual feature extraction of 

questions because of the BiLSTM layer that 

can process past and future information which 

works well on sequential modeling tasks.In 

[3], the paper provides a comprehensive 

detailed survey of emerging Question 

Answering systems and also presents the 

general architecture of the system.  

 

The literature clearly showed that some 

hidden factors affect the performance of QASs 

that includes Psychology and the skill level of 

the user who is asking the question etc.In [4], 

the paper proposes a question answering 

system based on the BERT model that 

combines the co-attention mechanism and the 

self-attention mechanism. In [5], a semantics-

guided and spatial-aware framework for 

natural resources Geo-analytical question 

answering is proposed. All the systems 

proposed by the above papers don’t take user’s 

information (information like profession of 

user, his/her skill level, etc.) into account. Next 

section proposes a new methodology for this 

reason. 

 

III. METHODOLOGY 

 

The general architecture will be same 

as in [3], but additional information about the 

user will also be input to the system along with 

the natural language question which will help 

the system in understanding the type of answer 

the user is expecting. 

The proposed QAS architecture is shown in 

Fig. 1. 

 

Fig. 1. The general architecture of QA system 

from [3]. 

 
Fig. 2. Proposed system for question 

answering 

 

For this to work, model should be 

trained using a dataset in which the user related 

data are present in it as attributes. The process 

of training takes place through genetic 

algorithm evolutionary technique. The steps of 

the proposed algorithm is as follows: 

 

Step 1: Represent the set of 

chromosomes as population. In the given NLQ 

system the tagged sentences in the form of 

tokens and stemmers are considered as 

chromosomes.  If S is a sentence and given by 

S = { w1,w2,…….wn} where wi being the set 

of words. The set of wi are called the stems. 

 

Step 2: Fitness evaluation function: 

Fitness is the major objective function in 

evaluating the fitness of the features which are 

selected earlier. The minimum edit distance 

method is applied as an objective function to 

evaluate the fitness. The edit distance formula 

is given by the equation (1). 
 

…… (1) 

Step 3: Genetic operators: There are 2 

genetic operators such as crossover and 

mutation. Crossover is the process of 

interchanging the feature parameters of 

chromosomes and 
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mutation involves exchanging the parameters 

of chromosomes.  

IV. EXPERIMENTAL RESULTS 

 

The experiment was conducted with 

different individuals in the dataset for 

demonstrating question answering systems.  

The system is fed through series of genetic 

optimizers and the result is as shown in Fig 3. 

 

 
Fig 3: Question answer system 

 

V. CONCLUSION 

 

With the help proposed architecture the 

user related information (such as: Occupation, 

Department, skill level, etc.) can be used to 

estimate the type of answer he is expecting (i.e. 

a brief answer, one word answer, a long 

descriptive answer, etc.). In future we can also 

classify the question into different categories 

(factoid, yes/no, hypothetical, complex, etc. 

[3]) and process the answer accordingly which 

could satisfy needs of the customer. 
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